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Abstract

Unlike text-to-image diffusion models, text-to-video diffu-
sion models simultaneously process both spatial (2D) in-
formation and temporal (cross-frame) information. This
presents a challenge for capturing motion dynamics with-
out entangling spatial features as well. We demonstrate
that temporal motion information is predominantly and in-
dependently learned in the early timesteps of the diffusion
process, before significant spatial features emerge. Using
this insight, we present a novel adaptation of existing LoRA
fine-tuning techniques that selectively targets these early
timesteps for precise motion learning. Our method suc-
cessfully learns motion from single video examples without
requiring any explicit spatial debiasing and is compatible
with both LoRA and full-rank fine-tuning. We verify the iso-
lation of motion learning in early timesteps across various
diffusion model architectures, demonstrating the broad ap-
plicability of our approach for understanding video motion
representations.

1. Introduction
Modern text-to-video diffusion models can generate im-
pressive photorealistic videos given a text description, but
developing precise prompts to describe a unique motion is
very difficult. A more practical approach is to transfer the
motion from an existing video into a synthetic generation
via model fine-tuning, ideally using a single (one-shot) ex-
ample. However, this is a particularly challenging task for
video diffusion models as they must capture both spatial
information in their individual frames and temporal infor-
mation across frames. During fine-tuning, transferring mo-
tion information often leads to unintended leakage of spa-
tial attributes (e.g., background details from the reference
video), which is especially problematic when using just a
single video example.

Existing approaches attempt to mitigate spatial leakage
through techniques like two-stage training [24], specialized
modules for capturing spatial information [46], or incor-
porating image conditions [35]. While these approaches

Figure 1. Overview of our Method. Given a pre-trained text-to-
video diffusion model, we freeze the parameters and apply LoRA
adapters to temporal attention layers. Unlike previous methods
for decoupling spatial information, we take the novel approach of
limiting the timesteps over which the diffusion model is trained.
By training only on early timesteps (specifically t ∈ [600, 1000]),
we can transfer the motion from a one-shot video example onto
customized videos.

are effective in decoupling motion from spatial information,
they introduce trade-offs that compromise training stability,
require more computational resources, or degrade motion
quality. To the best of our knowledge, no prior work has
adequately addressed the root issue: the entanglement of
spatial and temporal information in video diffusion models.

In this paper, we provide a novel perspective by demon-
strating that spatial and temporal information are indepen-
dently encoded in disjoint timestep ranges of the diffu-
sion process. Specifically, motion information is primar-
ily learned in the early timesteps, before substantial spatial
features are formed. Using this observation, we propose a
method to disentangle motion from spatial information dur-
ing fine-tuning, entirely preventing spatial leakage. We ver-
ify this property by applying DDIM inversion to observe
the latent information encoded at different timesteps. Our
experiments on multiple existing architectures consistently
show that motion information is predominantly encoded in
the initial stages of the diffusion process.
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Building on this insight, we introduce a novel fine-tuning
strategy for motion customization by applying LoRA [11]
adapters to temporal attention layers. We selectively fine-
tune the model only on early timesteps, and this effectively
avoids the need for additional modifications to decouple the
spatial information.

Given the challenges of reliably transferring motion from
one-shot examples, previous works have largely relied on
LoRA-based fine-tuning and avoided direct tuning due to
the risk of overfitting. While direct tuning methods like
DreamBooth [26] are effective for text-to-image customiza-
tion, they typically require numerous examples and regular-
ization techniques. In this paper, we address this challenge
by extending our timestep restriction approach to direct tun-
ing for text-to-video motion customization. This results in
a stable method that captures the motion from a single ref-
erence video without any spatial overfitting.

By deliberately focusing training on timesteps where
motion is encoded, our method not only improves the qual-
ity of motion transfer but also significantly reduces compu-
tational overhead. We further support our approach with an
ablation study, minimizing the number of necessary train-
able parameters to < 1/1000 of the base model parameters
without sacrificing performance. Overall, our method of-
fers a simpler, more efficient training process which yields
better motion quality.

Our main contributions are as follows:
• We establish the disentanglement of spatial and temporal

information between timestep intervals in the diffusion
process, showing that temporal (motion) information is
primarily encoded in the early timesteps.

• We propose a refined LoRA fine-tuning method for one-
shot motion customization by selectively training only on
early timesteps, avoiding spatial information leakage.

• We introduce a novel direct tuning approach that lever-
ages timestep restriction to prevent overfitting, enabling
effective motion transfer from one-shot examples.

2. Background and Related Works

2.1. Diffusion Models for Video Generation
Diffusion models [8] generate samples following a data
distribution by starting with random noise and iteratively
applying a stepwise denoising process. During training,
the forward diffusion process consists of taking an exist-
ing data point x0, and then repeatedly adding random noise
ϵ ∼ N (0, I) multiplied by some scaling factor. Each iter-
ation transforms xt to xt+1, and this is repeated T times
where T is referred to as the number of timesteps. Note that
the forward process moves the sample x in the direction to-
wards noise. For the purposes of our experiments, we set
T = 1000 to match previous work. The scaling factor ap-
plied to the noise is set so that after T iterations, xT contains

Figure 2. Decoded Latents at Intermediate Timesteps: t =
0, 400, 600. We apply DDIM inversion to a video and present the
results of the same frame at multiple timesteps. At t = 0, no noise
has yet been added and the latent contains all of the appearance
and motion information. At t = 400, the appearance is mostly
unchanged but it is noisy. The motion is completely intact, as the
pose is the same at the selected frame. At t = 600 the appearance
information is mostly lost to noise, but the pose at this frame still
vaguely resembles the original motion. A more rigorous analysis
of these claims is presented in Fig. 3

.

almost no signal and resembles pure noise.
The denoising process i.e. the reverse process is tradi-

tionally learned by training a neural network parameterized
by θ to predict xt−1 given xt. This objective is equivalent to
predicting the noise ϵ that transformed xt−1 to xt, and sub-
tracting the prediction ϵθ(xt, t) multiplied by some scalar
from the given xt. This represents moving x away from the
noise distribution and towards the data distribution.

To generate a synthetic data point, we begin with a pure
noise sample xT and apply the denoising process iteratively
to produce a synthetic x0. We primarily experiment with
latent diffusion models, which learn the diffusion process
in a lower dimensional latent space defined by a pre-trained
variational autoencoder. However, all of our analyses and
methods seamlessly translate to pixel-based diffusion mod-
els, and we demonstrate this in our empirical experiments.

Most modern video diffusion models learn a denoising
network based on either a UNet [25] or a Transformer [31].
UNets are primarily based on convolution layers, while
Transformer blocks consist of attention layers and MLPs.
Both architectures, however, contain temporal attention lay-
ers, which model the dependencies between frames. These
temporal attention layers are the primary focus of our paper
as we seek to learn unique motions.

Many diffusion models for video generation exist [1, 6,
9, 16, 18, 20, 22, 27, 32, 34, 40, 43], and in this paper we
experiment with the ModelScope [33], Show-1 [44], and
Latte [19] models. We select these models to investigate di-
verse diffusion architectures (pixel-based vs. latent-based,
and UNet vs. Transformer).

Beyond diffusion models, high-quality video generation
is also implemented with other architectures including au-
toregressive models [4, 10, 14, 23, 30, 39] and implicit neu-
ral representations [28, 42].
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2.2. Diffusion Model Fine-tuning
Fine-tuning methods for diffusion models typically fall into
two categories: low-rank and full-rank. Low-rank meth-
ods involve training adapters using LoRA [11], and recently
DoRA [17] is also emerging as a more capable method for
parameter-efficient fine-tuning. LoRA is used for a variety
of image customization tasks [2, 5, 29].

Dreambooth [26] is an approach for personalizing text-
to-image models using full-rank (direct) fine-tuning. No-
tably, the method requires multiple (3-5) images and em-
ploys additional loss functions to encourage diversity in
generated samples. However, this direct training method
has not been applied to the one-shot case in either image or
video modalities.

Alternative approaches to fine-tuning involve learning
unique text or image embedding representations [3, 15, 36],
direct tuning of cross attention layers [13, 41], and training
with an image condition [45].

2.3. Video Motion Customization
Recently, with the increasing capability of open-source
video diffusion models, multiple methods have been pro-
posed specifically for the task of fine-tuning models to cus-
tomize motion. Video diffusion models broadly contain two
types of layers: spatial layers and temporal layers. Spa-
tial layers operate on individual frames of the image in-
dependently without facilitating any cross-frame interac-
tion. Temporal layers process the entire video at once and
are responsible for modeling dependencies between frames.
Many existing methods (along with our own method) make
use of this fact for effective motion fine-tuning.

DreamVideo [35] decouples the spatial and temporal in-
formation for video customization by applying a two stage
process of subject learning and motion learning. Subject
learning takes in images of the new desired subject and
trains spatial layer adapters of the diffusion model to cap-
ture appearance details. Motion learning takes in videos
of the desired motion and trains temporal layer adapters to
capture the motion. At inference time, these two adapters
are combined to transfer the motion onto the new subject.

Customize-A-Video [24] also employs a two-stage ap-
proach, but only takes in a one-shot example of the motion
in order to transfer it to any new prompt. The first stage
captures the appearance with LoRA on spatial layers, and
the second stage captures the motion with additional LoRA
adapters on temporal layers. During inference, only the
temporal LoRA layers are activated to transfer the motion
to any given new subject based on the generation prompt.
The first stage can be substituted with any other spatial fine-
tuning method; the goal is to ”absorb” the appearance so
that the temporal LoRA layers only learn the motion.

MotionDirector [46] applies a similar approach of train-
ing both spatial and temporal LoRA adapters, but these are

trained simultaneously in a dual-path architecture and with
either single or multiple videos. One path trains spatial
LoRA adapters on individual frames of the videos, and the
other path shares the spatial LoRA weights while learning
temporal LoRA adapters to capture the motion. An addi-
tional appearance-debiased temporal loss objective is ap-
plied to ensure the motion is learned independently of the
videos’ appearance.

VMC [12] is another approach for one-shot tuning which
fine-tunes temporal attention layers and introduces an aux-
iliary motion distillation objective. The motion distillation
ensures that the latents of consecutive frames align with the
latents of the video containing the reference motion.

In comparison to these works, our method is focusing
on the one-shot case. The fundamental difference in our
method is that we do not require any additional training
stages or new loss functions. We instead achieve motion
decoupling exclusively through constraining the timesteps
over which the diffusion model is fine-tuned. This leads to
very efficient training along with improvements in overall
video quality compared to previous methods.

Figure 3. Prompt Injection at Various Timestep Intervals.
These results are snapshots of the same frame across different re-
sampled videos. Given an original video of a monkey walking, we
resample its DDIM inverted latent from t = 1000, and selectively
apply guidance with a new prompt of a cat walking. Varying the
timestep interval in which guidance is applied leads to differences
in whether some attributes correspond to the old video or the new
prompt. The fourth example demonstrates that applying guidance
over t =∈ [600, 400] is sufficient to edit the spatial information
while preserving the original video’s motion information.
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Figure 4. Customizing Motion by Limiting Training Timesteps. We fine-tune the ModelScope text-to-video diffusion model by applying
a LoRA adapter on all temporal attention layers. 1. When training on t ∈ [0, 1000] without any restriction, the model fails to completely
capture the unique motion of the reference video. The partial motion that is captured does not reliably transfer onto new subjects or
backgrounds. 2. However, when we limit timesteps to t ∈ [600, 1000], we observe the motion being learned and replicated onto a new
subject. Moreover, this motion can transfer to other settings like different backgrounds. 3. We observe that limiting the trainable parameters
to just the O and V projections of attention layers is sufficient to capture the motion, and in some cases it leads to slight improvements
in generalizing to new prompts. (e.g. changing the background on the left to a city street). This allows us to cut the number of required
trainable parameters in half, as we freeze the Q and K projections.
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3. Tracing Motion Information in Video Diffu-
sion Models

In this section, we introduce our methodology for isolating
and customizing motion information in text-to-video diffu-
sion models. We first present an empirical analysis using
DDIM inversion to demonstrate the temporal encoding of
motion information at early timesteps. This is followed by
a detailed discussion of our modified fine-tuning approach,
which restricts training to early timesteps to avoid spatial
information leakage. We conclude with a description of our
direct training strategy along with a concise summary of our
proposed changes to the training objective.

3.1. DDIM Inversion
DDIM inversion [21] allows for “reversing” the sampling
process for a given video x0. By iteratively moving in the
direction of ϵθ(xt, t) for each timestep t, we deterministi-
cally reach a noise sample xT . Then, sampling using this
xT will yield a video very closely resembling the original
x0. We apply DDIM inversion to latent diffusion models in
our experiments, but the technique is equally applicable to
diffusion models operating in pixel space.

To understand the encoding of information at different
timesteps, we examine the decoded latents at intervals of
every 100 timesteps. Initially, at t = 0, the latent contains
a complete representation of the video. As we progress
towards t = 1000, the latent loses its information, even-
tually becoming pure noise. We observe the intermediate
timesteps where the latent contains a partial representation
of the video. Our analysis reveals that up until t = 400,
the latent retains most of core appearance and motion at-
tributes from the original video, albeit with some noise. By
t = 600, appearance details are largely lost, but the mo-
tion information remains. These observations, illustrated in
Fig. 2, suggest that motion is encoded predominantly in ear-
lier timesteps, while spatial details are encoded later.

3.1.1. Resampling with Partial Guidance
Text-to-video diffusion models typically use classifier-free
guidance [7] to condition the noise prediction on a text
prompt p. The guided prediction ϵg is given by a combi-
nation of the conditional noise prediction and the uncondi-
tional prediction:

ϵg = βϵθ(xt, t, τϕ(p)) + ϵθ(xt, t,0) (1)

where β is the guidance scale hyperparameter and τϕ(p) is
the text encoding of the prompt. The conditional term aligns
the prediction with the text prompt, while the unconditional
term reflects the general data distribution. During sampling
we are simultaneously moving x in the weighted combina-
tion of both these directions.

After removing information from a video latent through
DDIM inversion, we restore the information by repeating

the sampling process with the intermediate latent. To ver-
ify the disentanglement of spatial and temporal information,
we use “partial” guidance during the resampling process.
Specifically, we perform DDIM inversion to obtain a la-
tent at xt and then resample using a new prompt p′ from
timesteps t to 0, but we only apply guidance over a subset
of [0, t]. Applying guidance only within certain intervals
allows us to narrow down which timesteps are responsible
for encoding specific attributes (e.g., motion or appearance).
There are two possible cases when resampling with partial
guidance over a subset of [0, t]. The attribute could be faith-
fully preserved from the original video, despite applying
guidance with a new prompt at this interval of timesteps.
In this case, the selected timesteps were not very relevant
in encoding the information related to the attribute. Con-
versely, if we apply guidance at some timesteps and observe
changes in attributes that resemble the new p′, then those
timesteps are responsible for encoding the attribute.

3.1.2. Spatial and Temporal Disentanglement

We illustrate this method with a video of ”a monkey walk-
ing” and a new prompt p′ = “a cat walking”. Note that
given the subjects, the original prompt depicts a bipedal
motion while the new prompt has a quadrupedal motion.
In Fig. 3, the first row shows the result of unconditional re-
sampling from t = 1000 to t = 0, which reproduces the
original video with no changes. The second row shows the
result of resampling with the new prompt over the entire in-
terval, producing a completely new video of a cat walking
on all four feet.

In the third row, we apply guidance only from t = 600
to t = 0. The appearance of the monkey changes to a cat,
but the bipedal walking motion is preserved. This indicates
that the motion information was encoded in the previous
timesteps t ∈ [1000, 600] and was not affected over later
timesteps. In the fourth row, applying guidance only from
t = 600 to t = 400 yields the same changes in appearance
without affecting motion, suggesting that high-level spatial
information is specifically restricted to this interval. Finally,
stopping DDIM inversion at t = 400 and resampling with
the new prompt from t = 400 to t = 0 preserves both
motion and appearance, confirming that the later timesteps
mainly influence resolution and low-level details.

Our analysis reveals that motion information is primar-
ily encoded in t ∈ [1000, 600], while spatial information is
encoded in t ∈ [600, 400]. Note that these intervals are dis-
joint – this suggests that diffusion models exhibit disentan-
glement between spatial and temporal information across
timesteps. This disentanglement allows us to exploit the
early timesteps for motion learning without risking spatial
leakage.
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3.2. Restricting Timesteps for Motion Fine-tuning
3.2.1. Baseline Method
The baseline method in our experiments involves applying
LoRA adapter modules to parameters in every temporal at-
tention layer of the diffusion model. We then fine-tune the
model with the standard DDPM noise prediction objective.
This method is not sufficient to reliably capture the motion
without also leaking spatial information. Spatial leakage
becomes a more pressing issue with less training examples,
especially in the one-shot case.

3.2.2. Our Method
Instead of introducing complex spatial debiasing tech-
niques, we simply restrict the timesteps during fine-tuning.
At each training step, we sample t ∈ [600, 1000] instead
of the full range t ∈ [0, 1000]. Our empirical analysis (see
third row of Fig. 3) suggests that encoding motion infor-
mation in this range effectively prevents spatial leakage, as
applying a new prompt at later timesteps does not affect the
motion at all. Indeed, this ends up being the case; limiting
the timesteps not only allows for learning the motion but
also applying it in new settings without spatial leakage. Re-
sults of our method compared to the baseline method with
the ModelScope [33] model are presented in Fig. 4.

3.3. Direct Training with Restricted Timesteps
Direct tuning methods are often avoided in video cus-
tomization due to the risk of overfitting. Full-rank fine-
tuning significantly increases the degrees of freedom for the
model to replicate the video, which leads to spatial leak-
age. However, we compensate for this by restricting the
timesteps during training, which in turn reduces the model’s
degrees of freedom. This method matches the performance
of LoRA-based fine-tuning for motion customization while
offering increased modeling flexibility. We demonstrate an
example of direct training results in Fig. 6.

3.4. Summary of Our Method
To summarize, our method focuses on restricting the
timesteps during the fine-tuning of video diffusion models,
leading to improved motion learning without spatial leak-
age. Consider the standard diffusion model training objec-
tive:

L(θ) = Et,xt,ϵ[ϵ− ϵθ(xt, t, τϕ(p))]; t ∈ [0, 1000] (2)

Our modification is simply limiting the range for sam-
pling the timestep t:

L(θ) = Et,xt,ϵ[ϵ− ϵθ(xt, t, τϕ(p))]; t ∈ [600, 1000] (3)

This adjustment alone improves motion transfer and re-
duces redundant computation – there is no need to train on

Figure 5. Motion Customization on Different Base Models.
Our motion customization method (specifically, limiting training
timesteps to t ∈ [600, 1000] and only training O and V projec-
tions of temporal attention layers) is broadly applicable to differ-
ent base models. We demonstrate results on ModelScope, Show-1,
and Latte. Our results suggest that this simple fine-tuning method
can be plugged in to all diffusion models, regardless of their un-
derlying architecture.

t ∈ [0, 600] as motion is not affected in those timesteps.
Our method can be applied to both direct tuning and LoRA-
based approaches, allowing for a simple yet highly effective
implementation.

4. Evaluation
4.1. DDIM Inversion Experiments
To produce the timestep interval analysis in Fig. 3, we take
a reference video with some prompt (e.g. “a monkey walk-
ing” in Fig. 3) and apply DDIM inversion at intervals of
every 100 steps with the ModelScope [33] base model. At
this point, we have 10 latents at t = 100, t = 200, . . . , t =
1000. For one regeneration, given a latent at time t, we re-
sample with a new prompt (e.g. “a cat walking”) but only
apply guidance until t′. After t′ we sample unconditionally
– this corresponds to setting β = 0 in Eq. (1). We regener-
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Text
Alignment (↑)

Temporal
Consistency (↑)

Pick
Score (↑)

VideoComposer 27.66 92.22 20.26
Control-A-Video 26.54 92.63 19.75
VideoCrafter 28.03 92.26 20.12
Tune-A-Video 25.64 92.42 20.09
MotionDirector 27.82 93.00 20.74
Ours 28.04 95.09 20.74

Table 1. TGVE Benchmark Results. We benchmark our perfor-
mance on one-shot motion customization against previous meth-
ods. We use the benchmarks of Text Alignment, Temporal Con-
sistency, and Pick Score from the TGVE 2023 Competition. Our
results are competitive with other approaches, and we especially
realize significant gains in the temporal consistency of our cus-
tomized videos. We achieve these results while requiring signif-
icantly less trainable parameters and training steps compared to
previous approaches.

Figure 6. Direct Training Without LoRA. We present fine-tuning
results on the Latte Transformer-based text-to-video model. Our
method seamlessly applies to direct training and produces motion
customization results without requiring LoRA modules. All the
capabilities of the LoRA method are still present, such as adapting
to a new subject and background without overfitting to spatial de-
tails. We believe this enables more powerful motion customization
by increasing the representation capacity during fine-tuning.

ate with all possible t and t′ that are intervals of 100, with
t′ < t. For example, one regeneration could use the DDIM
inverted latent from t = 500 and apply guidance with the
new prompt until t′ = 200; there are

(
11
2

)
= 55 such com-

binations of t′ and t. We evaluate each combination manu-
ally to judge which information is transferred from the new
prompt into the generation.

4.2. Results on Different Models
Our results are not unique to the ModelScope text-to-video
model. We apply our fine-tuning approach to the Show-1
[44] base model, along with the Latte [19] model. See Fig. 5
for motion customization results compared across each of
these models. Notably, each model has a different underly-
ing architecture: ModelScope is latent-based with a UNet,
Show-1 is pixel-based with a UNet, and Latte is latent-based
with a Transformer. The success of our method on all of
these models suggests that this disentanglement of spatial
and temporal attributes across timesteps is not just a prop-
erty of a single model, but for all video diffusion models in
general.

4.3. Ablating Attention Parameters
Our above methods involve fine-tuning of the cross-frame
attention layers of the diffusion model. In each attention
layer there are four projections: Q,K, V,O the query, key,
value, and out projections respectively. We experiment with
freezing all possible 24 − 1 combinations of these four pro-
jections during training. We find that freezing the value or
out projections independently significantly limits the fine-
tuning results; freezing both the value and out projections
together leads to none of the motion being learned. More-
over, freezing the query or key projections (or both) has no
negative impact on the results. We hypothesize that the V
and O projections are most relevant to motion customiza-
tion i.e. only training V and O is sufficient for fine-tuning.
This enables us to cut the number of trainable parameters in
half without incurring any decrease in motion customization
quality. We demonstrate the comparison between training
the entire attention layer versus just the V and O projec-
tions in Fig. 4.

4.4. Quantitative Metrics
We evaluate our method on quantitive metrics using the
LOVEU-TGVE-2023 [38] benchmarks. The benchmark in-
cludes 76 reference videos. Each video is labeled with an
original text prompt, along with four new text prompts. The
new text prompts change the style, object, background, or
multiple attributes from the original prompt.

We use the Latte [19] text-to-video model for our evalu-
ations, and apply LoRA on the O and V projections of all
temporal attention layers with a LoRA rank of 4. This is
significantly lower than other LoRA approaches like Mo-
tionDirector [46], which uses a rank of 64. We train a total
of 516,000 parameters – a negligible fraction compared to
Latte’s 600M total parameters. We apply our fine-tuning
method of restricting timesteps on the original video and
train for 200 steps with a learning rate of 3 × 10−4. On
a single RTX A6000 GPU, this training only takes 7 min-
utes. After fine-tuning, we generate two videos for each
new prompt from the TGVE dataset and average the text
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alignment, temporal consistency, and pick score metrics for
both videos. Results for each specific prompt category are
provided in Tab. 2.

We also report our average scores across all TGVE
prompts and compare them to other approaches for one-
shot motion customization. We either match or outperform
existing methods in all quantitative video generation met-
rics. Our method leads to a significant increase in tempo-
ral consistency as a result of strictly limiting training to the
timesteps responsible for encoding temporal information.
We achieve these results with significantly less trainable pa-
rameters than the other methods, proving that our method is
efficiently capturing the motion from a single video.

Text
Alignment

Temporal
Consistency

Pick
Score

Style 27.47 95.38 20.77
Object 27.80 94.82 20.79
Background 28.41 94.97 20.74
Multiple 28.47 95.20 20.64
Average 28.03 95.09 20.74

Table 2. Individual Metrics on Motion Customization. We
collect the individual TGVE benchmark scores on each type of
prompt, where either the style, object, background, or multiple
attributes are modified. Our method’s performance is consistent
across all of these changes. Notably, we do not observe a dropoff
in customization results from changing one attribute to multiple
attributes from the original prompt. This makes our method robust
in applying motion to a broad variety of new settings.

5. Discussion
5.1. Limitations
In this paper, we specifically focus on fine-tuning text-to-
video diffusion models on limited timestep intervals. We
specifically focus on the interval t ∈ [600, 1000] for mo-
tion customization, and ignore the rest of the timesteps.
As demonstrated in Fig. 3, there are more interesting un-
explored concepts like the interval t ∈ [400, 600] primar-
ily encoding spatial information and t ∈ [0, 400] having
a marginal effect on the high-level contents of the video.
Moreover, we do not explore the possibility of smaller in-
tervals that may exhibit fine-grained disentanglement prop-
erties; for example, maybe timesteps in a subinterval of
[400, 600] encode specific properties like background or
texture. We leave the investigation of these claims to future
work.

Our approach is specifically limited to text-to-video
pipelines based on diffusion models. The concept of
timesteps is unique to the diffusion process and so our in-
sights do not apply outside of this scope. However, there
are many other works that achieve high-quality video gen-

eration through autoregressive models or implicit represen-
tations. Further work is necessary to understand the disen-
tanglement of spatial and temporal attributes in these other
models, if it exists at all.

All of our methods and results focus specifically on the
one-shot setting for motion customization. This is inten-
tional, as we look to demonstrate the efficacy of our ap-
proach with minimal examples. However, this also is in-
trinsically inferior to multi-shot approaches and we believe
higher quality motion customization is possible with apply-
ing our method given multiple reference videos.

5.2. Future Work
The property of spatial and temporal disentanglement
across timesteps can offer insight into many other areas in
video generation/editing and more broadly in computer vi-
sion. The simplicity and efficiency of our method enables
downstream applications including video editing, anima-
tion, and personalized content creation, where precise con-
trol over motion is necessary. A notable corollary of our
findings is that in the DDIM inverted latent at t = 600 for
an existing video, the spatial information is removed but
motion information is still intact. In other words, this la-
tent information contains a complete motion representation
free from any other information. This decoupled latent in-
formation can be utilized beyond motion customization for
improving motion tracking, understanding poses and ges-
tures, predicting movement, among other tasks.

Our modified approach to fine-tuning now makes direct
tuning a feasible option for one-shot motion customization.
This opens the door for future work on improved methods
for direct tuning for potentially capturing very complicated
motions or multiple motions at a time.

We also recognize that our observations on spatial and
temporal disentanglement are purely empirical. Nonethe-
less, this property is validated across multiple diffusion
models each with different underlying architectures. We
hope that future works develop a more theoretical under-
standing on if and why the diffusion model training process
leads to this disentanglement.

5.3. Conclusion
The primary contribution of this paper is demonstrating a
disentanglement of temporal and spatial attributes across
timesteps for video diffusion models. We apply this insight
to the task of motion customization and show that diffu-
sion models can be fine-tuned to replicate motions without
requiring any modifications to the architecture or training
objective. Our experimental results verify that this method
is capable of capturing a diverse range of motions and ap-
plying them to a variety of new prompts.
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Video Diffusion Models Encode Motion in Early Timesteps

Supplementary Material

6. Training Details
For training LoRA with the Latte text-to-video model, we
apply LoRA with rank 4 to the single temporal attention
layer in each of the 28 Transformer blocks. This results in
516, 096 trainable parameters, compared to the 673 million
parametes of the Latte base model. The LoRA layers are
trained for 200 steps on a single video with a learning rate
of 3×10−4, using the Adam optimizer with β1 = 0.9, β2 =
0.999, ϵ = 1 × 10−8, and weight decay 0.01. Sampling is
done with a guidance scale of 9.0 with 50 inference steps.

7. Figure Visualizations
Accompanied in this zip file are 6 folders corresponding to
each of the figures in the main text. Each folder contains
the videos that were sampled to create the respective figure.

Folder fig1 (Fig. 1) contains two videos and a text file
for the corresponding prompts.

Folder fig2 (Fig. 2) contains latents at all decoded
timesteps t = 0, t = 100, . . . t = 900. Note t = 1000
is expected to be pure noise.

Folder fig3 (Fig. 3) contains results from all possible
intervals where guidance can be applied. Note we made an
error in our original manuscript; there are actually

(
11
2

)
=

55 possible intervals instead of
(
10
2

)
= 45 because there

are 11 possible interval points t = 0, 100, . . . , 900, 1000.
Each result is named by the start and end point of guidance;
for example, the result with guidance using the new prompt
from steps 600 to 400 is labeled 600 400. While the figure
shows results for ModelScope, we also provide them for the
same process using Latte. While the new spatial informa-
tion of a cat does not transfer as well, the main property
underlying our paper of motion preservation by timestep
t = 600 still holds.

Folder fig4 (Fig. 4) contains the videos for both
prompts tuned with all timesteps, selected timesteps, and
selected timesteps only on OV layers.

Folder fig5 (Fig. 5) contains videos for the original ref-
erence along with samples from each LoRA trained model.

Folder fig6 (Fig. 6) contains videos for the original ref-
erence, LoRA trained sample, and direct trained sample.

Figure 7. Additional results of our direct tuning method in compar-
ison to LoRA. The videos are sampled after 200 steps with LoRA
and 150 steps with direct training. The direct tuning method reli-
ably captures the motion with the same fidelity as LoRA without
overfitting.
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Method Ours MotionDirector[46] Tune-A-Video[37]

Text Alignment(↑)
Style 27.73 27.38 26.55
Object 26.74 28.15 27.32
Background 28.42 29.49 26.60
Multiple 28.37 27.24 28.05

Temporal Consistency(↑)
Style 95.17 96.48 95.73
Object 95.16 96.49 94.35
Background 95.13 95.03 96.54
Multiple 95.40 95.69 95.35

Pick Score(↑)
Style 20.05 20.19 19.71
Object 19.86 20.32 19.94
Background 20.34 20.35 19.79
Multiple 20.41 19.91 20.07

Table 3. Comparison of metrics across different prompt changes for our method, MotionDirector [46], and Tune-A-Video[37]

Figure 8. Comparison of our methods to MotionDirector [46] and Tune-A-Video [37], which are concurrent one-shot motion customization
methods. Our method can transfer motion to a variety of new backgrounds and subjects. Notably, in the left example our method changes
the background to a desert trail without any visual artifacts. In the right example, we capture the surfing motion for a new subject without
overfitting to the other person in the background.
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Figure 9. Additional results across multiple base models. Our LoRA training method for temporal attention layers seamlessly adapts to
multiple base models like ModelScope [33], Show-1 [44], and Latte [19]. In all instances, we are able to capture the motion and transfer it
to new prompts.
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